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#### Abstract

In this paper some known conditions and new congruences characterising prime numbers are given. Some of them are obtained by the generalised Wilson theorem given by Gauss. The elementary proof of this theorem is also presented.


Some considerations on the Wilson's theorem and, in particular, deep analysis of the numerous proofs of this theorem let us formulate a number of criteria for an integer to belong to $\mathbb{P}$ - the set of all primes.

The first result is based on the following theorem.

## Theorem 1 (Lagrange)

Let $f(x)=a_{n} x^{n}+a_{n-1} x^{n-1}+\ldots+a_{1} x+a_{0}$, where $a_{k} \in \mathbb{Z}$ for $k \in\{0,1, \ldots, n\}$ and $a_{n} \neq 0$. Let $p \in \mathbb{P}$ and $p \nmid a_{n}$, then $p \mid f\left(x_{j}\right)$ for at most $n$ numbers $x_{1}, x_{2}, \ldots, x_{p}$ such that $p \nmid\left(x_{j}-x_{i}\right)$ for $i, j \in\{1,2, \ldots, n\}, j \neq i$.

Theorem 1 yields

## Remark 1

Let $p \in \mathbb{P}$ and $f(x)=a_{n} x^{n}+a_{n-1} x^{n-1}+\ldots+a_{1} x+a_{0}$, where $a_{k} \in \mathbb{Z}$ for $k \in\{0,1, \ldots, n\}$ and $a_{n} \neq 0$. If there exist numbers $x_{1}, x_{2}, \ldots, x_{n}, x_{n+1}$ such that $p \nmid\left(x_{j}-x_{i}\right)$ for $i, j \in\{1,2, \ldots, n+1\}, j \neq i$ and $p \mid f\left(x_{j}\right)$ for $j \in\{1,2, \ldots, n+1\}$, then $p \mid a_{k}$ for $k \in\{0,1, \ldots, n\}$.

We now prove the following

## Theorem 2

If $p \in \mathbb{P}, x_{1}, x_{2}, \ldots, x_{p-1} \in \mathbb{Z}, p \nmid x_{j}$ for $j \in\{1,2, \ldots, p-1\}$ and $p \nmid\left(x_{j}-x_{i}\right)$ for $i, j \in\{1,2, \ldots, p-1\}$ such that $j \neq i$, then

$$
p \mid\left(\prod_{j=1}^{p-1} x_{j}+(-1)^{p-1}\right)
$$

[^0]Proof. Set $f(x)=\prod_{j=1}^{p-1}\left(x-x_{j}\right)-x^{p-1}+1$ and notice that $f(x)$ is a polynomial of degree at most $p-2$. The definition of $f(x)$ and the Fermat's little theorem imply that $p \mid f\left(x_{j}\right)$ for $j \in\{1,2, \ldots p-1\}$. Hence by Remark 1 the number $p$ divides each coefficient of $f(x)$, in particular,

$$
p \mid\left((-1)^{p-1} \prod_{j=1}^{p-1} x_{j}+1\right)
$$

Let $[x]$ denote the integer part of $x \in \mathbb{R}$. Put $0!!=1,1!!=1$ and $n!!=(n-2)!!n$ for $n \in \mathbb{N}, n \geqslant 2$. From Theorem 2 we have

## Remark 2

If $p \in \mathbb{P}$, then
a) $p \mid((p-1)!+1)$,
b) $p \left\lvert\,\left(\left[\frac{p}{2}\right]!^{2}+(-1)^{\left[\frac{p}{2}\right]}\right)\right.$,
c) $p \left\lvert\,\left((p-1)!!^{2}+(-1)^{\left[\frac{p}{2}\right]}\right)\right.$,
d) $p \left\lvert\,\left((p-2)!!^{2}+(-1)^{\left[\frac{p}{2}\right]}\right)\right.$.

Proof. Obviously for $p=2$, conditions a), b), c), d) hold true. Suppose $p \geqslant 3$. Observe that to obtain a$), \mathrm{b}), \mathrm{c}), \mathrm{d}$ ) it suffices to take for $x_{1}, x_{2}, x_{3}, \ldots, x_{p-1}$ in Theorem 2
in case a): $1,2,3, \ldots, p-1$,
in case b): $-\frac{p-1}{2},-\frac{p-3}{2}, \ldots,-1,1,2, \ldots, \frac{p-1}{2}$,
in case $c):-(p-1),-(p-3), \ldots,-2,2,4, \ldots,(p-1)$,
in case d): $-(p-2),-(p-4), \ldots,-1,1,3,5, \ldots, p-2$.

## Theorem 3

If $k$ is an integer such that $k \geqslant 2$, then
a) $k \in \mathbb{P} \Leftrightarrow k \mid((k-1)!+1)$,
b) $k \in \mathbb{P} \Leftrightarrow k \left\lvert\,\left(\left[\frac{k}{2}\right]!^{2}+(-1)^{)^{\left[\frac{k}{2}\right]}}\right)\right.$,
c) $k \in \mathbb{P} \Leftrightarrow k \left\lvert\,\left((k-1)!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right.$,
d) $k \in \mathbb{P} \Leftrightarrow k \left\lvert\,\left((k-2)!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right.$.

Proof. Notice that in view of Remark 2 in each case we need to show that the implication " $\Leftarrow$ " holds true.

To prove a) suppose that $k \mid((k-1)!+1)$ and $k \notin \mathbb{P}$. Hence $k=a \cdot b$, where $a=\min \{q: q \in \mathbb{P}$ and $q \mid k\}$. Thus $1<a<\frac{k}{2}, a \mid(k-1)!$ and $a \mid((k-1)!+1)$. It follows that $a \mid 1$, a contradiction. Observe that condition a) is in fact the Wilson's theorem.

The proof of b) runs similarly.
To prove c$)$ assume that $k \geqslant 3, k \notin 2 \mathbb{N}$ and $k \left\lvert\,\left((k-1)!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right.$.
If $k \notin \mathbb{P}$, we would have $k=a \cdot b$, where $a=\min \{q: q \in \mathbb{P}$ and $q \mid k\}$ and $1<a<\left[\frac{k}{2}\right]$.
Since $(k-1)!!=2 \cdot 4 \cdot \ldots \cdot(k-1)=2^{\frac{k-1}{2}}\left(\frac{k-1}{2}\right)$ ! we obtain $a \left\lvert\,\left(\frac{k-1}{2}\right)\right.$ ! and $a \left\lvert\,\left((k-1)!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right.$. Hence $a \left\lvert\,(-1)^{\left[\frac{k}{2}\right]}\right.$, a contradiction.

Suppose now that $k \in 2 \mathbb{N}, k \geqslant 4$ and $k \left\lvert\,\left((k-1)!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right.$. Consider two following cases:
i) $k=2^{\beta}$, where $\beta \geqslant 2$,
ii) $k=2^{\alpha} \cdot t$, where $\alpha \geqslant 1, t \geqslant 3$ and $t \notin 2 \mathbb{N}$.

If $k=2^{\beta}$, where $\beta \geqslant 2$, then the fact that $k \left\lvert\,\left((k-1)!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right.$ implies $2^{\beta} \mid\left(\left(2^{\beta}-1\right)!!^{2}+1\right)$. This is a contradiction as $4 \mid 2^{\beta}$ and $4 \nmid\left(\left(2^{\beta}-1\right)!!^{2}+1\right)$. Therefore i) cannot occur.

Let $k=2^{\alpha} \cdot t$, where $\alpha \geqslant 1, t \geqslant 3$ and $t \notin 2 \mathbb{N}$. Then $t \mid(k-1)!!$, which yields $t \nmid\left((k-1)!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)$, a contradiction.

Finally, in order to prove d) suppose that $k>2$. If $k \left\lvert\,\left((k-2)!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right.$, then $k$ is an odd integer. If $k$ were not a prime, we would have $k=a \cdot b$, where $a=\min \{q: q \in \mathbb{P}$ and $q \mid k\}$ and $1<a<\left[\frac{k}{2}\right]$. Hence $a \mid(k-2)!!$ and $a \left\lvert\,(k-2)!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right.$ and, in consequence, $a \left\lvert\,(-1)^{\left[\frac{k}{2}\right]}\right.$ which is impossible. This ends the proof of d) and the proof od the theorem.

A generalization of the Wilson's theorem is the following known result.

## Theorem 4

Let $k$, $n$ be integer and such that $k \geqslant 2,0 \leqslant n \leqslant k-1$, then

$$
k \in \mathbb{P} \Leftrightarrow k \mid\left(n!(k-1-n)!+(-1)^{n}\right) .
$$

In (Dence, Dence, 1995) as a corollary of Theorem 4 condition b) of our Theorem 3 was obtained.

Now we prove another characterisation of a prime number.

## Theorem 5

Let $k$, $n$ be integer and such that $k \geqslant 2,0 \leqslant n \leqslant k-2$, then

$$
\begin{equation*}
k \in \mathbb{P} \Leftrightarrow k \left\lvert\,\left(n!!^{2}(k-2-n)!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right) .\right. \tag{1}
\end{equation*}
$$

Proof. The proof is by induction on $n$. For $n=0$ the assertion follows from condition d) of Theorem 3. For $n=1$ we have $k \geqslant 3$ and by condition c) of Theorem3 we obtain $k \in \mathbb{P} \Leftrightarrow k \left\lvert\,\left((k-1)!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right.$. As $k \left\lvert\,\left((k-1)!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right.$ is equivalent to each of the following

$$
\begin{gathered}
k \left\lvert\,\left((k-1)^{2}(k-3)!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right., \\
k \left\lvert\,\left((k-3)!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right.
\end{gathered}
$$

we get $k \in \mathbb{P} \backslash\{2\} \Leftrightarrow k \left\lvert\,\left((k-3)!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right.$. This proves (1) for $n=1$.
Now fix $n \in 2 \mathbb{N}$ such that $0 \leqslant n \leqslant k-5$, where $k \geqslant 5$ and suppose that (1) holds true. Condition $k \left\lvert\,\left(n!!^{2}(k-2-n)!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right.$ is equivalent to

$$
k \left\lvert\,\left(n!!^{2}(k-2-n)^{2}(k-2-(n+2))!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right.
$$

and

$$
k \left\lvert\,\left((n+2)!!^{2}(k-2-(n+2))!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right) .\right.
$$

This gives (1) for $n \in 2 \mathbb{N}$ and $n \leqslant k-2$.
Finally, assume (1) for arbitrary fixed $n \geqslant 1$ such that $n \notin 2 \mathbb{N}$ and $n \leqslant k-3$. Then $k \left\lvert\,\left(n!!^{2}(k-2-n)!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right.$ is equivalent to

$$
k \left\lvert\,\left(n!!^{2}(k-2-n)^{2}(k-2-(n+2))!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right.
$$

and

$$
k \left\lvert\,\left((n+2)!!^{2}(k-2-(n+2))!!^{2}+(-1)^{\left[\frac{k}{2}\right]}\right)\right.
$$

This in view of the principle of induction finishes the proof.

## Theorem 6

If $k>1$ is an odd integer, then

$$
k \in \mathbb{P} \Leftrightarrow(k-2)!!^{2}+(-4)^{\frac{k-1}{2}} \equiv 0 \bmod k .
$$

Proof. If $k \in \mathbb{P}$ then from Fermat's little theorem and Theorem 3 we get

$$
\begin{aligned}
(k-2)!!^{2}+(-4)^{\frac{k-1}{2}} & =\left((k-2)!!^{2}+(-1)^{\frac{k-1}{2}}\right)+(-1)^{\frac{k-1}{2}}\left(4^{\frac{k-1}{2}}-1\right) \\
& =\left((k-2)!!^{2}+(-1)^{\frac{k-1}{2}}\right)+(-1)^{\frac{k-1}{2}}\left(2^{k-1}-1\right) \equiv 0 \bmod k
\end{aligned}
$$

To obtain a contradiction suppose that $(k-2)!!^{2}+(-4)^{\frac{k-1}{2}} \equiv 0 \bmod k$ and $k \notin \mathbb{P}$. Then $k=a \cdot b$, where $a>1$ and $b>1$ and $a, b \notin 2 \mathbb{N}$. Hence $a \mid(k-2)!!$ and in consequence $a \left\lvert\, 4^{\frac{k-1}{2}}\right.$, which is impossible.

A similar proof can be used to show the following result.

## Theorem 7

If $n>1$ is an odd integer and $m>1$ is an integer such that $\operatorname{gcd}(n, m)=1$, then

$$
n \in \mathbb{P} \backslash\{2\} \Leftrightarrow(n-2)!!^{2}+\left(-m^{2}\right)^{\frac{n-1}{2}} \equiv 0 \bmod n
$$

## Theorem 8

If $p \in \mathbb{P} \backslash\{2\}$, then $(p-2)!!+(-1)^{\frac{p-1}{2}}(p-3)!!\equiv 0 \bmod p$.
Proof. By Theorems 3 and 4 we get

$$
1 \equiv(p-2)!\bmod p
$$

$$
(p-2)!!^{2} \equiv(-1)^{\frac{p+1}{2}} \bmod p
$$

Hence

$$
\begin{gathered}
(p-2)!!^{2} \equiv(-1)^{\frac{p+1}{2}}(p-2)!\bmod p \\
(p-2)!!\left((p-2)!!+(-1)^{\frac{p-1}{2}}(p-3)!!\right) \equiv 0 \bmod p \\
(p-2)!!+(-1)^{\frac{p-1}{2}}(p-3)!!\equiv 0 \bmod p
\end{gathered}
$$

This ends the proof.
Notice that the reverse to Theorem 8 is not true. Indeed, $7!!+(-1)^{4} 6!!\equiv$ $0 \bmod 9$.

Remark 3 (Leibniz theorem (Sierpiński, 1988, p. 214))
Let $n>1$ be an integer. Then the following conditions are equivalent:
(i) $n$ is prime,
(ii) $(n-2)!\equiv 1 \bmod n$.

Now we recall the notion of the quadratic residue. Let $p \in \mathbb{P} \backslash\{2\}$ and $a \in \mathbb{Z}$ be such that $p \nmid a$, if there exists a $b \in \mathbb{Z}$ satisfying $a \equiv b^{2} \bmod p$, then we call $a$ the quadratic residue modulo $p$.

If $p \in \mathbb{P} \backslash\{2\}$ and $a \in \mathbb{Z}$ are such that $p \nmid a$ and $a \not \equiv b^{2} \bmod p$ for each $b \in \mathbb{Z}$. Then we call $a$ the quadratic non-residue modulo $p$.

For $a \in \mathbb{Z}$ and $p \in \mathbb{P} \backslash\{2\}$ the so-called Legendre symbol $\left(\frac{a}{p}\right)$ is defined as follows.

$$
\left(\frac{a}{p}\right):=\left\{\begin{array}{r}
1, \text { if } a \text { is a quadratic residue modulo } p \\
-1, \text { if } a \text { is a quadratic non-residue modulo } p \\
0, \text { if } p \mid a
\end{array}\right.
$$

Some standard properties of the Legendre symbol may be found in (Yan, 2006).
L. Euler proved the following result.

Theorem 9 (Ribenboim, p. 50) If $a \in \mathbb{Z}, p \in \mathbb{P} \backslash\{2\}$, then $a^{\frac{p-1}{2}}-\left(\frac{a}{p}\right) \equiv 0 \bmod p$.

Theorems 3 and 9 imply
Theorem 10
If $p \in \mathbb{P} \backslash\{2\}$ and $a \in \mathbb{Z}$ are such that $p \nmid a$, then
(i) $(p-2)!!^{2}+(-1)^{\frac{p-1}{2}}\left(\frac{a}{p}\right) a^{\frac{p-1}{2}} \equiv 0 \bmod p$,
(ii) $a^{\frac{p-1}{2}}(p-2)!!^{2}+(-1)^{\frac{p-1}{2}}\left(\frac{a}{p}\right) \equiv 0 \bmod p$.

Proof. By Theorems 3 and 9 and by the properties of the congruence relation we get

$$
(p-2)!!^{2}+(-1)^{\frac{p-1}{2}}+(-1)^{\frac{p-1}{2}}\left(\frac{a}{p}\right)\left(a^{\frac{p-1}{2}}-\left(\frac{a}{p}\right)\right) \equiv 0 \bmod p
$$

This implies (i) as $\left(\frac{a}{p}\right) \cdot\left(\frac{a}{p}\right)=1$.
Using again Theorems 3 and 9 we obtain

$$
\left[a^{\frac{p-1}{2}}(p-2)!!^{2}+(-1)^{\frac{p-1}{2}} a^{\frac{p-1}{2}}\right]-(-1)^{\frac{p-1}{2}}\left(a^{\frac{p-1}{2}}-\left(\frac{a}{p}\right)\right) \equiv 0 \bmod p
$$

which yields (ii).
Theorems 3 and 9 and a similar reasoning as in the proof of Theorem 10 may be used to prove the following result.

## Theorem 11

If $p \in \mathbb{P} \backslash\{2\}$ and $a \in \mathbb{Z}$ are such that $p \nmid a$, then
(i) $\left(\frac{p-2}{2}\right)!^{2}+(-1)^{\frac{p-1}{2}}\left(\frac{a}{p}\right) a^{\frac{p-1}{2}} \equiv 0 \bmod p$,
(ii) $a^{\frac{p-1}{2}}\left(\frac{p-1}{2}\right)!^{2}+(-1)^{\frac{p-1}{2}}\left(\frac{a}{p}\right) \equiv 0 \bmod p$,
(iii) $(p-1)!!^{2}+(-1)^{\frac{p-1}{2}}\left(\frac{a}{p}\right) a^{\frac{p-1}{2}} \equiv 0 \bmod p$,
(iv) $a^{\frac{p-1}{2}}(p-1)!!^{2}+(-1)^{\frac{p-1}{2}}\left(\frac{a}{p}\right) \equiv 0 \bmod p$.

To finish let us notice, that analogous conditions to (i) and (ii) of Theorem 10 and to conditions (i), (ii), (iii), (iv) of Theorem 11 can be obtained by Theorems 5 and 9 .
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